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• Hypothesis testing is a decision-making process for evaluating claims 

about a population.  

• In hypothesis testing, the researcher must 

 - define the population under study,  

 - state the particular hypotheses that will be investigated,  

 - give the significance level,  

 - select a sample from the population,  

 - collect the data,  

 - perform the calculations required for the statistical test, and  

 - reach a conclusion 

• Hypotheses concerning parameters such as means and proportions can be 

investigated. There are two specific statistical tests used for hypotheses 

concerning means:  

 - z test, 

 - t test 

Introduction 
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• Three methods used to test hypotheses are 

 - Traditional method, 

 - P-value method 

 - Confidence interval method 

Introduction 
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• Every hypothesis-testing situation begins with the statement of a 

hypothesis. 

• A statistical hypothesis is a conjecture about a population parameter. This 

conjecture may or may not be true. 

• There are two types of statistical hypotheses for each situation: the null 

hypothesis and the alternative hypothesis. 

• The null hypothesis, symbolized by 𝑯𝟎, is a statistical hypothesis that 

states that there is no difference between a parameter and a specific 

value, or that there is no difference between two parameters. 

• The alternative hypothesis, symbolized by 𝑯𝟏 , is a statistical 

hypothesis that states the existence of a difference between a parameter 

and a specific value, or states that there is a difference between two 

parameters. 

Steps in Hypothesis Testing—Traditional Method 
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• Two tailed test 

• Right tailed test 

• Left tailed test 

• Example 1: A medical researcher is interested in finding out whether a 

new medication will have any undesirable side effects. The researcher is 

particularly concerned with the pulse rate of the patients who take the 

medication. Will the pulse rate increase, decrease, or remain unchanged after 

a patient takes the medication?  

• Since the researcher knows that the mean pulse rate for the population 

under study is 82 beats per minute, the hypotheses for this situation are  

𝐻0: 𝜇 = 82 ve 𝐻1: 𝜇 ≠ 82  

• The null hypothesis specifies that the mean will remain unchanged, and 

the alternative hypothesis states that it will be different. 

Steps in Hypothesis Testing—Traditional Method 
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• Example 2: A chemist invents an additive to increase the life of an 

automobile battery. If the mean lifetime of the automobile battery without 

the additive is 36 months, then her hypotheses are 

𝐻0: 𝜇 = 36 ve 𝐻1: 𝜇 > 36  

• In this situation, the chemist is interested only in increasing the lifetime 

of the batteries, so her alternative hypothesis is that the mean is greater than 

36 months. The null hypothesis is that the mean is equal to 36 months. 

• Example 3: A contractor wishes to lower heating bills by using a special 

type of insulation in houses. If the average of the monthly heating bills is 

$78, her hypotheses about heating costs with the use of insulation are 

𝐻0: 𝜇 = $78 ve 𝐻1: 𝜇 < $78 

• This test is a left-tailed test, since the contractor is interested only in 

lowering heating costs. 

Steps in Hypothesis Testing—Traditional Method 
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• The null hypothesis is always stated using the equals sign. This is 

done because in most professional journals, and when we test the null 

hypothesis, the assumption is that the mean, proportion, or standard 

deviation is equal to a given specific value. 

• When a researcher conducts a study, he or she is generally looking for 

evidence to support a claim. Therefore, the claim should be stated as the 

alternative hypothesis, i.e., using < or > or  ≠ . Because of this, the 

alternative hypothesis is sometimes called the research hypothesis. 

• A claim, though, can be stated as either the null hypothesis or the 

alternative hypothesis; however, the statistical evidence can only support 

the claim if it is the alternative hypothesis. 

• Statistical evidence can be used to reject the claim if the claim is the 

null hypothesis. These facts are important when you are stating the 

conclusion of a statistical study. 

• After stating the hypothesis, the researcher designs the study. The 

researcher selects the correct statistical test, chooses an appropriate level 

of significance, and formulates a plan for conducting the study. 

Steps in Hypothesis Testing—Traditional Method 
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• A statistical test uses the data obtained from a sample to make a 

decision about whether the null hypothesis should be rejected. 

• The numerical value obtained from a statistical test is called the test 

value. 

• In the hypothesis-testing situation, there are four possible outcomes. 

Steps in Hypothesis Testing—Traditional Method 
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• A type I error occurs if you reject the null hypothesis when it is true. 

• A type II error occurs if you do not reject the null hypothesis when it is 

false. 

• The hypothesis-testing situation can be likened to a jury trial. In a jury 

trial, there are four possible outcomes. The defendant is either guilty or 

innocent, and he or she will be convicted or acquitted. 

𝐻0: The defendant is innocent, 𝐻1: The defendant is not innocent (i.e., 

guilty) 

• The evidence is presented in court by the prosecutor, and based on this 

evidence, the jury decides the verdict, innocent or guilty. 

• If the defendant is convicted but he or she did not commit the crime, then 

a type I error has been committed. 

• If the defendant is convicted and he or she has committed the crime, then 

a correct decision has been made. 

• If the defendant is acquitted and he or she did not commit the crime, a 

correct decision has been made by the jury. 

• If the defendant is acquitted and he or she did commit the crime, then a 

type II error has been made 

Steps in Hypothesis Testing—Traditional Method 
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• The decision of the jury does not prove that the defendant did or did not 

commit the crime. The decision is based on the evidence presented.  

• If the evidence is strong enough, the defendant will be convicted in most 

cases.  

• If the evidence is weak, the defendant will be acquitted in most cases. 

Nothing is proved absolutely. Likewise, the decision to reject or not reject 

the null hypothesis does not prove anything.  

• The only way to prove anything statistically is to use the entire 

population, which, in most cases, is not possible. The decision, then, is 

made on the basis of probabilities. That is, when there is a large difference 

between the mean obtained from the sample and the hypothesized mean, the 

null hypothesis is probably not true. The question is, How large a difference 

is necessary to reject the null hypothesis? Here is where the level of 

significance is used. 

• The level of significance is the maximum probability of committing a 

type I error. This probability is symbolized by  (Greek letter alpha). That 

is, P(type I error)=. 

Steps in Hypothesis Testing—Traditional Method 
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• The probability of a type II error is symbolized by , the Greek letter 

beta. That is, P(type II error)= . In most hypothesis-testing situations, b 

cannot be easily computed; however,  and  are related in that decreasing 

one increases the other. 

• Statisticians generally agree on using three arbitrary significance levels: 

the 0.10, 0.05, and 0.01 levels. 

• If the null hypothesis is rejected, the probability of a type I error will be 

10%, 5%, or 1%, depending on which level of significance is used. 

• When =0.10, there is a 10% chance of rejecting a true null hypothesis; 

when =0.05, there is a 5% chance of rejecting a true null hypothesis; and 

when =0.01, there is a 1% chance of rejecting a true null hypothesis. 

• In a hypothesis-testing situation, the researcher decides what level of 

significance to use.  

• It can be any level, depending on the seriousness of the type I error.  

Steps in Hypothesis Testing—Traditional Method 
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• After a significance level is chosen, a critical value is selected from a 

table for the appropriate test.  

• If a z test is used, for example, the z table is consulted to find the critical 

value. The critical value determines the critical and noncritical regions. 

• The critical value separates the critical region from the noncritical 

region. The symbol for critical value is C.V. 

• The critical or rejection region is the range of values of the test value 

that indicates that there is a significant difference and that the null 

hypothesis should be rejected. 

• The noncritical or nonrejection region is the range of values of the test 

value that indicates that the difference was probably due to chance and that 

the null hypothesis should not be rejected. 

• A one-tailed test indicates that the null hypothesis should be rejected 

when the test value is in the critical region on one side of the mean.  

• A one-tailed test is either a right tailed test or left-tailed test, depending 

on the direction of the inequality of the alternative hypothesis. 

• In a two-tailed test, the null hypothesis should be rejected when the test 

value is in either of the two critical regions. 

Steps in Hypothesis Testing—Traditional Method 
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Steps in Hypothesis Testing—Traditional Method 
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• Örnek 2: =0.01 
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• Örnek 3: =0.01 
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• Örnek 1: =0.01 

• For a two-tailed test, then, the critical region must be split into two equal 

parts. If  =0.01, then one-half of the area, or 0.005, must be to the right of 

the mean and one half must be to the left of the mean. 



• Procedure table (Finding the critical values for specific  values): 

Steps in Hypothesis Testing—Traditional Method 
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• Hypothesis testing: 

• State the hypotheses. Be sure to state both the null and the alternative 

hypotheses. 

• Design the study. This step includes selecting the correct statistical test, 

choosing a level of significance, and formulating a plan to carry out the 

study. The plan should include information such as the definition of the 

population, the way the sample will be selected, and the methods that will be 

used to collect the data. 

• Conduct the study and collect the data. 

• Evaluate the data. The data should be tabulated in this step, and the 

statistical test should be conducted. Finally, decide whether to reject or not 

reject the null hypothesis. 

• Summarize the results. 

Steps in Hypothesis Testing—Traditional Method 
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• Hypothesis testing (Solving Hypothesis-Testing Problems 

(Traditional Method)) 

• Step 1 State the hypotheses and identify the claim. 

• Step 2 Find the critical value(s) from the appropriate. 

• Step 3 Compute the test value. 

• Step 4 Make the decision to reject or not reject the null hypothesis. 

• Step 5 Summarize the results. 

Steps in Hypothesis Testing—Traditional Method 
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• z test is used when  is known, and the t test is used when  is 

unknown. 

• Many hypotheses are tested using a statistical test based on the following 

general formula: 

𝑡𝑒𝑠𝑡 𝑣𝑎𝑙𝑢𝑒 =
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 − (𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒)

𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑒𝑟𝑟𝑜𝑟
 

• The observed value is the statistic (such as the sample mean) that is 

computed from the sample data.  

• The expected value is the parameter (such as the population mean) that 

you would expect to obtain if the null hypothesis were true—in other words, 

the hypothesized value.  

• The denominator is the standard error of the statistic being tested (in this 

case, the standard error of the mean). 

z Test For a Mean 
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• z test 

 

 

 

 

 

 

 

 

 

 

 

• For the z test, the observed value is the value of the sample mean. The 

expected value is the value of the population mean, assuming that the null 

hypothesis is true. The denominator 𝜎/ 𝑛 is the standard error of the mean. 

z Test For a Mean 

9th WEEK: HYPOTHESIS TESTING 20 



• z test 

• There are five steps for solving hypothesis-testing problems: 

• Step 1 State the hypotheses and identify the claim. 

• Step 2 Find the critical value(s). 

• Step 3 Compute the test value. 

• Step 4 Make the decision to reject or not reject the null hypothesis. 

• Step 5 Summarize the results. 

z Test For a Mean 
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• z test 

• Example: A researcher wishes to see if the mean number of days that a 

basic, low-price, small automobile sits on a dealer’s lot is 29. A sample of 30 

automobile dealers has a mean of 30.1 days for basic, low-price, small 

automobiles. At =0.05, test the claim that the mean time is greater than 29 

days. The standard deviation of the population is 3.8 days. 

• Solution: 

z Test For a Mean 
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• z test 

• Solution: 

 

 

 

 

 

 

 

 

 

 

 

• Even though the sample mean of 30.1 is higher than the hypothesized 

population mean of 29, it is not significantly higher. Hence, the difference 

may be due to chance.  

• When the null hypothesis is not rejected, there is still a probability of a 

type II error, i.e., of not rejecting the null hypothesis when it is false. 

z Test For a Mean 
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• z test 

• Also note that when the null hypothesis is not rejected, it cannot be 

accepted as true. There is merely not enough evidence to say that it is 

false.  

• This guideline may sound a little confusing, but the situation is 

analogous to a jury trial. The verdict is either guilty or not guilty and is 

based on the evidence presented. If a person is judged not guilty, it does not 

mean that the person is proved innocent; it only means that there was not 

enough evidence to reach the guilty verdict. 

z Test For a Mean 
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• P-Value Method for Hypothesis Testing 

• The P-value (or probability value) is the probability of getting a 

sample statistic (such as the mean) or a more extreme sample statistic in the 

direction of the alternative hypothesis when the null hypothesis is true. 

• The P-value is the actual area under the standard normal distribution 

curve (or other curve, depending on what statistical test is being used) 

representing the probability of a particular sample statistic or a more extreme 

sample statistic occurring if the null hypothesis is true. 

• Example: Suppose that an alternative hypothesis is 𝐻1: 𝜇 > 50 and the 

mean of a sample is 𝑋 = 52. If the computer printed a P-value of 0.0356 for 

a statistical test, then the probability of getting a sample mean of 52 or 

greater is 0.0356 if the true population mean is 50 (for the given sample size 

and standard deviation). The relationship between the P-value and the  

value can be explained in this manner. 

• For P=0.0356, the null hypothesis would be rejected at =0.05 but not at 

=0.01. 

z Test For a Mean 
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• P-Value Method for Hypothesis Testing 

• When the hypothesis test is two-tailed, the area in one tail must be 

doubled.  

• For a two-tailed test, if  is 0.05 and the area in one tail is 0.0356, the P-

value will be 2(0.0356)=0.0712. That is, the null hypothesis should not be 

rejected at =0.05, since 0.0712 is greater than 0.05.  

• In summary if the P-value is less than , reject the null hypothesis. If 

the P-value is greater than a, do not reject the null hypothesis. 

• The P-values for the z test can be found by using Standard Normal 

Distribution Tables.  

• First find the area under the standard normal distribution curve 

corresponding to the z test value. 

• For a left-tailed test, use the area given in the table; for a right-tailed test, 

use 1.0000 minus the area given in the table.  

• To get the P-value for a two-tailed test, double the area you found in the 

tail. 

z Test For a Mean 

9th WEEK: HYPOTHESIS TESTING 26 



• P-Value Method for Hypothesis Testing 

• Solving Hypothesis-Testing Problems (P-Value Method): 

• Step 1 State the hypotheses and identify the claim. 

• Step 2 Compute the test value. 

• Step 3 Find the P-value. 

• Step 4 Make the decision. 

• Step 5 Summarize the results. 

• Decision Rule When Using a P-Value 

z Test For a Mean 
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• P-Value Method for Hypothesis Testing 

• Example: A researcher wishes to test the claim that the average cost of 

tuition and fees at a four year public college is greater than $5700. She 

selects a random sample of 36 four-year public colleges and finds the mean 

to be $5950. The population standard deviation is $659. Is there evidence to 

support the claim at = 0.05? Use the P-value method. 

• Solution: 

z Test For a Mean 
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• When the population standard deviation is unknown, t test is used 

instead of the z test. The distribution of the variable should be approximately 

normal. 

 

 

 

 

 

 

 

• The formula for the t test is similar to the formula for the z test. But since 

the population standard deviation  is unknown, the sample standard 

deviation s is used instead. 

t Test For a Mean 
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• For a one-tailed test, find the  level by looking at the top row of the 

table and finding the appropriate column. Find the degrees of freedom by 

looking down the left-hand column.  

• Notice that the degrees of freedom are given for values from 1 through 

30, then at intervals above 30. When the degrees of freedom are above 30, 

you should always round down to the nearest table value. For example, if 

d.f.=59, use d.f.=55 to find the critical value or values (conservative 

approach). 

t Test For a Mean 
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• Example:  

t Test For a Mean 
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• Example:  

t Test For a Mean 
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• Example:  



• Example: A medical investigation claims that the average number of 

infections per week at a hospital in southwestern Pennsylvania is 16.3. A 

random sample of 10 weeks had a mean number of 17.7 infections. The 

sample standard deviation is 1.8. Is there enough evidence to reject the 

investigator’s claim at =0.05? 

t Test For a Mean 
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• The P-values for the t test can be found by using t distribution. 

• However, specific P-values for t tests cannot be obtained from the table 

since only selected values of . 

• Example: Find the P-value when the t test value is 2.056, the sample 

size is 11, and the test is right-tailed. 

• Solution: 

• To get the P-value, look across the row with 10 degrees of freedom 

(d.f.=n-1) in t distribution and find the two values that 2.056 falls between. 

They are 1.812 and 2.228.  

• Since this is a right-tailed test, look up to the row labeled One tail, a and 

find the two a values corresponding to 1.812 and 2.228. They are 0.05 and 

0.025, respectively. 

t Test For a Mean 
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• Example: Find the P-value when the t test value is 2.056, the sample 

size is 11, and the test is right-tailed. 

• Solution: 

t Test For a Mean 
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• Example: Find the P-value when the t test value is 2.056, the sample 

size is 11, and the test is right-tailed. 

• Solution: 

• Hence, the P-value would be contained in the interval 0.025<P-

value<0.05. This means that the P-value is between 0.025 and 0.05. If a 

were 0.05, you would reject the null hypothesis since the P-value is less than 

0.05. But if  were 0.01, you would not reject the null hypothesis since the 

P-value is greater than 0.01. (Actually, it is greater than 0.025.) 

• Example: Find the P-value when the t test value is 2.983, the sample 

size is 6, and the test is two-tailed. 

t Test For a Mean 
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• Example: A physician claims that joggers’ maximal volume oxygen 

uptake is greater than the average of all adults. A sample of 15 joggers has a 

mean of 40.6 milliliters per kilogram (ml/kg) and a standard deviation of 6 

ml/kg. If the average of all adults is 36.7 ml/kg, is there enough evidence to 

support the physician’s claim at =0.05? 

• Solution: 

t Test For a Mean 
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• A hypothesis test involving a population proportion can be considered as 

a binomial experiment when there are only two outcomes and the probability 

of a success does not change from trial to trial. 

• Since a normal distribution can be used to approximate the binomial 

distribution when 𝑛𝑝 ≥5 and 𝑛𝑞 ≥ 5, the standard normal distribution can 

be used to test hypotheses for proportions. 

• Formula for the z Test for Proportions 

•  

t Test For a Proportion 
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• Example: A dietitian claims that 60% of people are trying to avoid trans 

fats in their diets. She randomly selected 200 people and found that 128 

people stated that they were trying to avoid trans fats in their diets. At 

=0.05, is there enough evidence to reject the dietitian’s claim? 

• Solution: 

•  

t Test For a Proportion 
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• A chi-square distribution is used to test a claim about a single variance or 

standard deviation. 

• Formula for the Chi-Square Test for a Single Variance 

•  

 

 

 

 

 

 

• Assumptions for the Chi-Square Test for a Single Variance 

• The sample must be randomly selected from the population. 

• The population must be normally distributed for the variable under study. 

• The observations must be independent of one another. 

𝟐 Test For a Variance or Standard Deviation 

9th WEEK: HYPOTHESIS TESTING 42 



• There are several reasons to test variances.  

• First, in any situation where consistency is required, such as in 

manufacturing, you would like to have the smallest variation possible in the 

products.  

• For example, when bolts are manufactured, the variation in diameters 

due to the process must be kept to a minimum, or the nuts will not fit them 

properly. In education, consistency is required on a test. That is, if the same 

students take the same test several times, they should get approximately the 

same grades, and the variance of each of the student’s grades should be 

small.  

• On the other hand, if the test is to be used to judge learning, the overall 

standard deviation of all the grades should be large so that you can 

differentiate those who have learned the subject from those who have not 

learned it. 

𝟐 Test For a Variance or Standard Deviation 
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• Example: An instructor wishes to see whether the variation in scores of 

the 23 students in her class is less than the variance of the population. The 

variance of the class is 198. Is there enough evidence to support the claim 

that the variation of the students is less than the population variance 

(𝜎2 = 2.25) at =0.05? Assume that the scores are normally distributed. 

𝟐 Test For a Variance or Standard Deviation 
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• Solution: 

𝟐 Test For a Variance or Standard Deviation 
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• Approximate P-values for the chi-square test can be found by using chi-

square distribution.  

• The procedure is somewhat more complicated than the previous 

procedures for finding P-values for the z and t tests since the chi-square 

distribution is not exactly symmetric and 2 values cannot be negative.  

• As we did for the t test, we will determine an interval for the P-value 

based on the table.  

• When the 2 test is two-tailed, both interval values must be doubled. 

• Example:  

𝟐 Test For a Variance or Standard Deviation 
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• Example:  

𝟐 Test For a Variance or Standard Deviation 
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• Example: A researcher knows from past studies that the standard 

deviation of the time it takes to inspect a car is 16.8 minutes. A sample of 24 

cars is selected and inspected. The standard deviation is 12.5 minutes. At 

=0.05, can it be concluded that the standard deviation has changed? Use 

the P-value method. 

𝟐 Test For a Variance or Standard Deviation 
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• Solution: 

𝟐 Test For a Variance or Standard Deviation 
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